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1. Introduction

I
nterest in the rate of return to investment in education has been sparked by two independent developments in economic research in the 1990s. On the one hand, the micro labor literature has produced several new estimates of the monetary return to schooling that exploit natural experiments in which variability in workers’ schooling attainment was generated by some exogenous and arguably random force, such as quirks in compulsory schooling laws or students’ proximity to a college. On the other hand, the macro growth literature has investigated whether the level of schooling in a cross-section of countries is related to the countries’ subsequent GDP growth rate. This paper summarizes and tries to reconcile these two disparate but related lines of research.

The next section reviews the theoretical and empirical foundations of the Mincerian human capital earnings function. Our survey of the literature indicates that Jacob Mincer’s (1974) formulation of the log-linear earnings-education relationship fits the data rather well. Each additional year of schooling appears to raise earnings by about 10 percent in the United States, although the rate of return to education varies over time as well as across countries. There is surprisingly little evidence that omitted variables (e.g., inherent ability) that might be correlated with earnings and education cause simple OLS estimates of wage equations to significantly overstate the return to education. Indeed, consistent with Zvi Griliches’s (1977) conclusion, much of the modern literature finds that the upward “ability bias” is of about the same order of magnitude as the downward bias caused by measurement error in educational attainment.

Section 3 considers the macro growth literature. First, we review the major theoretical contributions to the literature on growth and education. Then we relate the Mincerian wage equation to the empirical macro growth model. The
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Mincer model implies that the change in a country’s average level of schooling should be the key determinant of income growth. The empirical macro growth literature, by contrast, typically specifies growth as a function of the initial level of education. Moreover, we show that if the return to education changes over time (e.g., because of exogenous skill-biased technological change), the macro growth models are unidentified. Much of the empirical growth literature has eschewed the Mincer model because studies such as Jess Benhabib and Mark Spiegel (1994) find that the change in education is not a determinant of economic growth. We present evidence suggesting, however, that Benhabib and Spiegel’s finding that increases in education are unrelated to economic growth results because there is virtually no signal in the education data they use, conditional on the growth of capital.

Until recently (e.g., Lant Pritchett 1997) the macro growth literature has devoted only cursory attention to potential problems caused by measurement errors in education. Despite their aggregate nature, available data on average schooling levels across countries are poorly measured, in large part because they are often derived from enrollment flows. The reliability of country-level education data is no higher than the reliability of individual-level education data. For example, the correlation between Robert Barro and Jong-Wha Lee’s (1993) and George Kyriacou’s (1991) measures of average education across 68 countries in 1985 is 0.86, and the correlation between the change in schooling between 1965 and 1985 from these two sources is only 0.34. Additional estimates of the reliability of country-level education data based on our analysis of comparable micro data from the World Values Survey for 34 countries suggests that measurement error is particularly prevalent for secondary and higher schooling. The measurement errors in schooling are positively correlated over time, but not as highly correlated as true years of schooling. Consequently, we find that measurement errors in education severely attenuate estimates of the effect of the change in schooling on GDP growth. Nonetheless, we show that measurement errors in schooling are unlikely to cause a spurious positive association between the initial level of schooling and GDP growth across countries, conditional on the change in education. Thus, like Norman Gemmell (1996) and Robert Topel (1999), our analysis suggests that both the change and initial level of education are positively correlated with economic growth.

Finally, we explore whether the significant effect of the initial level of schooling on growth continues to hold if we estimate a variable-coefficient model that allows the coefficient on education to vary across countries (as is found in the microeconometric estimates of the return to schooling), and if we relax the linearity assumption of the initial level of education. These extensions indicate that the positive effect of the initial level of education on economic growth is sensitive to econometric restrictions that are rejected by the data.

2. Microeconomic Analysis of the Return to Education

Since at least the beginning of the century, economists and sociologists have sought to estimate the economic
rewards individuals and society gain from completing higher levels of schooling. It has long been recognized that workers who attended school longer may possess other characteristics that would lead them to earn higher wages irrespective of their level of education. If these other characteristics are not accounted for, then simple comparisons of earnings across individuals with different levels of schooling would overstate the return to education. Early attempts to control for this “ability bias” included the analysis of data on siblings to difference-out unobserved family characteristics (e.g., Donald Gorseline 1932), and regression analyses which included as control variables observed characteristics such as IQ and parental education (e.g., Griliches and William Mason 1972). This literature is thoroughly surveyed in Griliches (1977), Sherwin Rosen (1977), Robert Willis (1986), and David Card (1999). We briefly review evidence on the Mincerian earnings equation, emphasizing recent studies that exploit exogenous variations in education in their estimation.

2.1 The Mincerian Wage Equation

Mincer (1974) showed that if the only cost of attending school an additional year is the opportunity cost of students’ time, and if the proportional increase in earnings caused by this additional schooling is constant over the lifetime, then the log of earnings would be linearly related to individuals’ years of schooling, and the slope of this relationship could be interpreted as the rate of return to investment in schooling. He augmented this model to include a quadratic term in work experience to allow for returns to on-the-job training, yielding the familiar Mincerian wage equation:

\[ \ln W_i = \beta_0 + \beta_1 S_i + \beta_2 X_i + \beta_3 X_i^2 + \epsilon_i, \]  

where \( \ln W_i \) is the natural log of the wage for individual \( i \), \( S_i \) is years of schooling, \( X_i \) is experience, \( X_i^2 \) is experience squared, and \( \epsilon_i \) is a disturbance term. With Mincer’s assumptions, the coefficient on schooling, \( \beta_1 \), equals the discount rate, because schooling decisions are made by equating two present value earnings streams: one with a higher level of schooling and one with a lower level. An attractive feature of Mincer’s model is that time spent in school (as opposed to degrees) is the key determinant of earnings, so data on years of schooling can be used to estimate a comparable return to education in countries with very different educational systems.

Equation (1) has been estimated for most countries of the world by OLS, and the results generally yield estimates of \( \beta_1 \) ranging from .05 to .15, with slightly larger estimates for women than men (see George Psacharopoulos 1994). The log-linear relationship also provides a good fit to the data, as is illustrated by the plots for the United States, Sweden, West Germany, and East Germany in figure 1. These figures display the coefficient on dummy variables indicating
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3 Early references are Donald Gorseline (1932), J. R. Walsh (1935), Herman Miller (1955), and Dael Wolfe and Joseph Smith (1956).
4 This insight is also in Gary Becker (1964) and Becker and Barry Chiswick (1966), who specify the cost of investment in human capital as a fraction of earnings that would have been received in the absence of the investment. There are, of course, other theoretical models that yield a log-linear earnings-schooling relationship. For example, if the production function relating earnings and human capital is log-linear, and individuals randomly choose their schooling level (e.g., optimization errors), then estimation of equation (1) would uncover the educational production function.
5 The German figures are from Krueger and Jorn-Steffen Pischke (1995). The American and Swedish figures are based on the authors’ calculations using the 1991 March Current Population Survey and 1991 Swedish Level of Living Survey. The regressions also include controls for a quadratic in experience and sex.
each year of schooling, controlling for experience and gender, as well as the OLS estimate of the Mincerian return. It is apparent that the semi-log specification provides a good description of the data even in countries with dramatically different economic and educational systems.6

Much research has addressed the question of how to interpret the education slope in equation (1). Does it reflect unobserved ability and other characteristics that are correlated with education, or the true reward that the labor market places on education? Is education rewarded because it is a signal of ability (Michael Spence 1973), or because it increases productive capabilities (Becker 1964)? Is the social return to education higher or lower than the coefficient on education in the Mincerian wage equation? Would all individuals reap the same proportionate increase in their earnings from attending school an extra year, or does the return to education vary systematically with individual characteristics? Definitive answers to these questions are not available, although the weight of the evidence clearly suggests that education is not merely a proxy for unobserved ability. For example, Griliches (1977)

---

6 Evaluating micro data for states over time in the United States, Card and Krueger (1992) find that the earnings-schooling relationship is flat until the education level reached by the 2nd percentile of the education distribution, and then becomes log-linear. There is also some evidence of sheep-skin effects around college and high school completion (e.g., Jin Huem Park 1994). Although statistical tests often reject the log-linear relationship for a large sample, the figures clearly show that the log-linear relationship provides a good approximation to the functional form. It should also be noted that Kevin Murphy and Finis Welch (1990) find that a quartic in experience provides a better fit to the data than a quadratic.
concludes that instead of finding the expected positive ability bias in the return to education, “The implied net bias is either nil or negative” once measurement error in education is taken into account.

The more recent evidence from natural experiments also supports a conclusion that omitted ability does not cause upward bias in the return to education (see Card 1999 for a survey). For example, Joshua Angrist and Krueger (1991) observe that the combined effect of school start age cutoffs and compulsory schooling laws produces a natural experiment, in which individuals who are born on different days of the year start school at different ages, and then reach the compulsory schooling age at different grade levels. If the date of the year individuals are born is unrelated to their inherent abilities, then, in essence, variations in schooling associated with date of birth provide a natural experiment for estimating the benefit of obtaining extra schooling in response to compulsory schooling laws.

Using a sample of nearly one million observations from the U.S. censuses, Angrist and Krueger find that men born in the beginning of the calendar year, who start school at a relatively older age and can drop out in a lower grade, tend to obtain less schooling. This pattern only holds for those with a high school education or less, consistent with the view that compulsory schooling is responsible for the pattern. They further find that the pattern of education by quarter-of-birth is mirrored by the pattern of earnings by quarter-of-birth: in particular, individuals who are born early in the year tend to earn less, on average.\(^7\)

Instrumental variables (IV) estimates that are identified by variability in schooling associated with quarter-of-birth suggest that the payoff to education is slightly higher than the OLS estimate.\(^8\) Angrist and Krueger conclude that the upward bias in the return to schooling is of about the same order of magnitude as the downward bias due to measurement error in schooling.

Other studies have used a variety of other sources of arguably exogenous variability in schooling to estimate the return to schooling. Colm Harmon and Ian Walker (1995), for example, more directly examine the effect of compulsory schooling by studying the effect of changes in the compulsory schooling age in the United Kingdom, while Card (1995a) exploits variations in schooling attainment owing to families’ proximity to a college in the United States. J. Maluccio (1997) uses data from the Phillipines and estimates the rate of return to education using distance to the nearest high school as an instrumental variable for education. Esther Duflo (1998) bases identification on variation in educational attainment related to school building programs across islands in Indonesia. Arjun Bedi and Noel Gaston (1999) use variation in schooling availability over time in Honduras to estimate the return to schooling. These five papers find that the IV estimates of the return to education that exploit a “natural experiment” for variability in education exceed the corresponding OLS estimates, although the difference between the IV and OLS estimates often is not statistically significant.

\(^7\) Again, no such pattern holds for college graduates.

In a formal meta-analysis of the literature on returns to schooling, Orley Ashenfelter, Harmon, and Hessel Oosterbeek (1999) compiled 96 estimates from 27 studies, representing nine different countries. They find that the conventional OLS return to schooling is .066, on average, whereas the average IV estimate is .093. Ashenfelter, Harmon, and Oosterbeek also explored whether publication bias—the greater likelihood that studies are published if they find statistically significant results—accounts for the tendency of IV estimates to exceed the OLS estimates. Because IV estimates tend to have large standard errors, publication bias could spuriously induce published studies that use this method to have large coefficient estimates. After adjusting for publication bias, however, they still found that the return to schooling is higher, on average, in the IV estimates than in the OLS estimates (.081 versus .064).9

A potential problem with the natural experiment approach is that variability in schooling owing to the natural experiment may not be entirely exogenous. For example, it is possible that date of birth has an effect on individuals' life outcomes independent of compulsory schooling. Likewise, some families may locate near schools because they have a strong interest in education, so distance from a school may not be a legitimate instrument. To some extent, researchers have tried to probe the validity of their instruments (e.g., by examining the effect of date of birth on those not constrained by compulsory schooling), but there is always a lingering concern that the instruments are not valid. The fact that a diverse set of natural experiments, each with possible biases of different magnitudes and signs, points in the same direction is reassuring in this regard, but ultimately the confidence one places in the studies of natural experiments depends on the confidence one places in the plausibility that the variability in schooling generated by the natural experiments is otherwise unrelated to individuals' earnings.

An additional problem arises in less-developed countries because income is particularly hard to measure when there is a large, self-employed farm sector. In part for this reason, much of the literature has focused on developed countries. Macroeconomic studies of GDP have the advantage of focusing on a more inclusive measure of income than micro studies of wages. It is worth noting, however, that the small number of microeconometric studies that use natural experiments to estimate the return to education in developing countries tend to find similar results as those in developed countries. In addition, studies that look directly at the relationship between farm output (or profit) and education typically find a positive correlation (see Dean Jamison and Lawrence Lau 1982), although the direction of causality is unclear.

These caveats notwithstanding, we interpret the available micro evidence as suggesting that the return to an additional year of education obtained for reasons like compulsory schooling or school-building projects is more likely to be greater, than lower, than the conventionally estimated return to schooling. Because the schooling levels of individuals who are from more disadvantaged backgrounds tend to be affected most by the interventions examined in the literature, Kevin Lang (1993) and Card (1995b) have inferred that the return to an additional year of
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9 For studies that based their estimates on variability in schooling within pairs of identical twins, they found an average rate of return of .092. When they adjusted for publication bias, the average within-twin estimate was a statistically insignificant .009 greater than the average OLS estimate.
schooling is higher for individuals from disadvantaged families than for those from advantaged families, and suggest that such a result follows because disadvantaged individuals have higher discount rates.

Other related evidence for the United States suggests the payoff to investments in education are higher for more disadvantaged individuals. First, while studies of the effect of school resources on student outcomes yield mixed results, there is a tendency to find more beneficial effects of school resources for disadvantaged students (see, for example, Anita Summers and Barbara Wolfe 1977; Krueger 1999; and Steven Rivkin, Eric Hanushek, and John Kain 1998). Second, evidence suggests that pre-school programs have particularly large, long-term effects for disadvantaged children in terms of reducing crime and welfare dependence, and raising incomes (see Steven Barnett 1992). Third, several studies have found that students from advantaged and disadvantaged backgrounds make equivalent gains on standardized tests during the school year, but children from disadvantaged backgrounds fall behind during the summer while children from advantaged backgrounds move ahead (see Doris Entwisle, Karl Alexander, and Linda Olson 1997). And fourth, evidence suggests that college students from more disadvantaged families benefit more from attending elite colleges than do students from advantaged families (see Stacy Dale and Krueger 1998).

2.2 Social versus Private Returns to Education

The social return to education can, of course, be higher or lower than the private monetary return. The social return can be higher because of externalities from education, which could occur, for example, if higher education leads to technological progress that is not captured in the private return to that education, or if more education produces positive externalities, such as a reduction in crime and welfare participation, or more informed political decisions. The former is more likely if human capital is expanded at higher levels of education while the latter is more likely if it is expanded at lower levels. It is also possible that the social return to education is less than the private return. For example, Spence (1973) and Fritz Machlup (1970) note that education could just be a credential, which does not raise individuals’ productivities. It is also possible that in some developing countries, where the incidence of unemployment may rise with education (e.g., Mark Blaug, Richard Layard, and Maureen Woodhall 1969) and where the return to physical capital may exceed the return to human capital (e.g., Arnold Harberger 1965), increases in education may reduce total output.

It should also be noted that education may affect national income in ways that are not fully measured by wage rates. For example, particularly in developing countries, education is negatively associated with women’s fertility rates and positively associated with infants’ health (see Paul Glewwe 2000). In addition, education is positively associated with labor force participation; most of the micro human capital literature uses samples that consist of those in the labor force, so this effect of education is missed.

A potential weakness of the micro human capital literature is that it focuses primarily on the private pecuniary return to education rather than the social return. The possibility of externalities to education motivates much of the macro growth literature, to which we
now turn. Micro-level empirical analysis is less well suited for uncovering the social returns to education.

3. Education in Macro Growth Models

Thirty years ago, Machlup (1970, p. 1) observed, “The literature on the subject of education and economic growth is some two hundred years old, but only in the last ten years has the flow of publications taken on the aspects of a flood.” The number of cross-country regression studies on education and growth has surged even higher in recent years. Rather than exhaustively review the entire literature, we summarize the main models and findings, and explore the impact of several econometric issues.10

Two issues have motivated the use of aggregate data to estimate the effect of education on the growth rate of GDP. First, the relationship between education and growth in aggregate data can generate insights into endogenous growth theories, and possibly allow one to discriminate among alternative theories. Second, estimating relationships with aggregate data can capture external returns to human capital that are missed in the microeconometric literature.

Human capital plays different roles in various theories of economic growth. In the neoclassical growth model (Robert Solow 1956), no special role is given to human capital in the production of output. In endogenous growth models human capital is assigned a more central role. Aghion and Howitt (1998) observe that the role of human capital in endogenous growth models can be divided into two broad categories. The first category broadens the concept of capital to include human capital. In these models sustained growth is due to the accumulation of human capital over time (e.g., Hirofumi Uzawa 1965; Robert Lucas 1988). The second category of models attributes growth to the existing stock of human capital, which generates innovations (e.g., Paul Romer 1990a) or improves a country’s ability to imitate and adapt new technology (e.g., Richard Nelson and Edmund Phelps 1966). This, in turn, leads to technological progress and sustained growth.11

The observation that an individual’s productivity can be affected by the human capital in the economy is also prominent in early work on the economics of cities by Jane Jacobs (1969).

In Lucas’s model the aggregate production function is assumed to be:

\[ y = A k^{\alpha} (uh)^{1-\alpha} (ha)^{\gamma}, \]

where \( y \) is output, \( k \) is physical capital, \( u \) is the fraction of time devoted to production (as opposed to accumulating human capital), \( h \) is the human capital of the representative agent, and \( ha \) is the average human capital in the economy. Taking logs and differentiating with respect to time establishes that the growth of output depends on the growth of physical capital and the accumulation of human capital. If \( \gamma > 0 \) there are positive externalities to human capital. It is further assumed that human capital grows at the rate:

\[ \frac{d \log(h)}{dt} = \delta(1-u), \]

10 See Phillippe Aghion and Peter Howitt (1998) for a thorough review of growth models and Jonathan Temple (1999a) for a review and critique of the new growth evidence.

11 In Aldo Rustichini and James Schmitz (1991), innovation and imitation are combined in an endogenous growth framework. Also see Daron Acemoglu and Fabrizio Zilibotti (2000) for a model that posits that technologies are developed in advanced countries to complement skilled labor, while developing countries would benefit most from technologies that are complementary with unskilled labor, so technology-skill mismatch complicates the adaptation of new technology in developing countries. Even if developing countries would have full access to the newest technology, productivity differences would still exist in this model.
where 1 – \( u \) is the time devoted to creating human capital and \( \delta \) is the maximum achievable growth rate of human capital. In steady state, output and human capital grow at the same rate, and depend on \( \delta \) and the determinants of the equilibrium value of \( u \). Sustained growth arises because there are constant returns in the production of human capital in this model.

In Romer’s (1990a) model, the production function for a multi-sector economy is:

\[
Y = H_y^\alpha L^\beta \int_0^A X(i)^{1-a-\beta} di
\]

where \( H_y \) is the human capital employed in the non-R&D sector and \( L \) is labor. Physical capital is disaggregated into separate inputs, denoted \( X(i) \), which are used in the production of \( Y \). Note that the “capital stock” depends on the technological level, \( A \). Capital is disaggregated in this way because for each capital good there is a distinct monopolistically competitive firm. Technological progress evolves as:

\[
d \log(A)/dt = cH_A,
\]

where \( H_A \) is the human capital employed in the R&D sector. If more human capital is employed in the R&D sector, technological progress and the production of capital are greater. This, in turn, generates faster output growth. In steady-state, however, the rate of growth equals the rate of technological progress, which is a linear function of the total human capital in both sectors.

It should be emphasized that the different roles played by human capital in these two classes of models generate testable implications. The growth of human capital in the Lucas model should affect output growth, while the stock of human capital in the Romer model should affect growth. An early test of these implications is provided by Romer (1990b), who regressed the average annual growth of output per capita between 1960 and 1985 on the literacy rate in 1960 and the change in the literacy rate between 1960 and 1980, holding the initial level of GDP per capita and share of GDP devoted to investment constant. He found evidence that the initial level of literacy, but not the change in literacy, predicted output growth. Romer noted that in this model investment could reflect the rate of technological progress, so the effects of the level and change of literacy are hard to interpret when investment is also held constant. When the investment rate was dropped from the growth equation, however, the change in literacy was still statistically insignificant.

### 3.1 Empirical Macro Growth Equations

The empirical macro growth literature yields two principally different findings from the micro literature. First, the initial stock of human capital matters, not the change in human capital.\(^{12} \) Second, secondary and post-secondary education matter more for growth than primary education. To compare the effect of schooling in the Mincer model to the macro growth literature, first consider a Mincerian wage equation for each country \( j \) and time period \( t \):

\[
\ln W_{ijt} = \beta_0 j + \beta_1 S_{ijt} + \epsilon_{ijt},
\]

where we have suppressed the experience term.\(^ {13} \) This equation can be

\(^{12}\) One exception is Gemmell (1996), who used a human capital measure of the workforce derived from school enrollment rates and labor force participation data. He found evidence that both the growth and level of primary education influence GDP growth, although the growth of secondary education had an insignificant, negative effect on output growth.

\(^{13}\) Ignoring experience is clearly not in the spirit of the Mincer model. However, as ordinarily calculated, experience is a function of age and education. Since life expectancy is almost certainly a function of living standards across countries (e.g., Smith 1999), controlling for average experience
aggregated across individuals each year by taking the means of each of the variables, yielding what James Heckman and Klenow (1997) call the “Macro-Mincer” wage equation:

\[ \ln Y_{jt} = \beta_0 + \beta_1 S_{jt} + \epsilon_{jt}, \]  

(2)

where \( Y_{jt} \) denotes the geometric mean wage and \( S_{jt} \) is mean education. Heckman and Klenow (1997) compare the coefficient on education from cross-country log GDP equations to the coefficient on education from micro Mincer models. Once they control for life expectancy to proxy for technology differences across countries, they find that the macro and micro regressions yield similar estimates of the effect of education on income.\(^{14}\) They conclude from this exercise that the “macro versus micro evidence for human capital externalities is not robust.”

The macro Mincer equation can be differenced between year \( t \) and \( t - 1 \),

\[ \Delta \ln Y_{jt} = \beta'_0 + \beta_1 \Delta S_{jt} + \Delta \epsilon'_{jt}. \]  

(3)

where \( \Delta \) signifies the change in the variable from \( t - 1 \) to \( t \), \( \beta'_0 \) is the mean change in the intercepts, and \( \Delta \epsilon'_{jt} \) is a composite error that includes the deviation between each country’s intercept change and the overall average. Differencing the equation removes the effect of any additive, permanent differences in technology. If the return to schooling is constant over time, we have:

\[ \Delta \ln Y_{jt} = \beta'_0 + \beta_1 \Delta S_{jt} + \Delta \epsilon'_{jt}. \]  

(4)

Notice that this formulation allows the time-invariant return to schooling to vary across countries. If \( \beta_1 \) does vary across countries, and a constant-coefficient model is estimated, then \((\beta_1 - \beta_1')\Delta S_{jt}\) will add to the error term.

Also notice that if the return to schooling varies over time, then by adding and subtracting \( \beta_1 S_{jt-1} \) from the right-hand-side of equation (3), we obtain:

\[ \Delta \ln Y_{jt} = \beta'_0 + \beta_1 \Delta S_{jt} + \delta S_{jt-1} + \Delta \epsilon'_{jt}, \]  

(5)

where \( \delta \) is the change in the return to schooling (\( \Delta \beta_1 \)). If the return to schooling has increased (decreased) secularly over time, the initial level of education will enter positively (negatively) into equation (5). An implicit assumption in much of the macro growth literature therefore is that the return to education is either unchanged, or changed endogenously, by the stock of human capital.

Although the empirical literature for the United States clearly shows a fall in the return to education in the 1970s and a sharp increase in the 1980s (e.g., Frank Levy and Richard Murnane 1992), the findings for other countries are mixed. For example, Psacharopolous (1994; table 6) finds that in the average country the Mincerian return to education fell by 1.7 points over periods of various lengths (average of twelve years) since the late 1960s. By contrast, Donal O’Neill (1995) finds that between 1967 and 1985 the return to education measured in terms of its contribution to GDP rose by 58 percent in developed countries and by 64 percent in less developed countries.

One strand of macro growth models estimated in the literature is motivated by the convergence literature (e.g., Robert Barro 1997). This leads to interest in estimating parameters of an underlying model such as \( \Delta Y_j = \alpha_j - \)
\[ \beta (Y_{jt - 1} - Y_j^*) + \mu_j, \] where \( \Delta Y_j \) denotes the annualized change in log GDP per capita in country \( j \) between \( t - 1 \) and \( t \), \( \alpha_j \) denotes country \( j \)'s steady-state growth rate, \( Y_{jt - 1} \) is the log of initial GDP per-capita, \( Y_j^* \) is steady-state log GDP per capita, and \( \beta \) measures the speed of convergence to steady-state income. The intuition for this equation is straightforward: countries that are below their steady-state income level should grow quickly, and those that are above it should grow slowly. Another strand is motivated by the endogenous growth literature described previously (e.g., Romer 1990b). In either case, a typical estimating equation is:

\[ \Delta Y_j = \beta_0 + \beta_1 Y_{jt - 1} + \beta_2 S_{jt - 1} + \beta_3 Z_{jt - 1} + \varepsilon_j \]  

(6)

where \( \Delta Y_j \) is the change in log GDP per capita from year \( t - 1 \) to \( t \), \( S_{jt - 1} \) is average years of schooling in the population in the initial year, \( Y_{jt - 1} \) is the log of initial GDP per capita, and \( Z_{jt - 1} \) includes variables such as inflation, capital, or the "rule of law index." Also note that schooling is sometimes specified in logarithmic units in equation (6). The equation is typically estimated with data for a cross-section or pooled sample of countries spanning a five-, ten-, or twenty-year period. Barro and Xavier Sala-i-Martin (1995), Benhabib and Spiegel (1994), and others conclude that the change in schooling has an insignificant effect if it is included in a GDP growth equation, even though this variable is predicted to matter in the Mincer model and in some endogenous economic growth models (e.g., Lucas 1988).

The first-differenced macro-Mincer equation (4) differs from the typical macro growth equation in several respects. First, the macro growth model uses the change in log GDP per capita as the dependent variable, rather than the change in the mean of log earnings. If income has a log normal distribution with a constant variance over time, and if labor's share is also constant, then the fact that GDP is used instead of labor income would not matter. If the aggregate production function were a stable Cobb-Douglas production function, for example, then labor's share would be constant and this link between the macro Mincer model and the GDP growth equations would plausibly hold. With a more general production function, however, there is no simple mapping between the effect of schooling on individual labor income and the effect of schooling on GDP. Without micro data for a large sample of countries over time, the impact of using aggregate GDP as opposed to labor income is difficult to assess. When cross sections of micro data become available for a large sample of countries in the future, this would be a fruitful topic for further research.

Second, the empirical macro growth literature typically omits the change in schooling, and includes the initial level of schooling. If the change in schooling is included, its estimated impact could potentially reflect general equilibrium effects of education at the country level.

Third, because much of the macro literature is motivated by issues of convergence, researchers hold constant the initial level of GDP and correlates for steady-state income. Indeed, a primary motivation for including human capital variables in these equations is to control for steady state income, \( Y^* \). In the endogenous growth literature, on the other hand, the initial level of GDP would be an appropriate variable to substitute for

---

15 Henceforth we use the terms GDP per capita and GDP interchangeably.

16 Heckman and Klenow (1997) point out that half the variance of log income will be added to the GDP equation if income is log normal.
the initial capital stock if the production function is Cobb-Douglas.

There are at least five ways to interpret the coefficient on the initial level of schooling in equation (6). First, schooling may be a proxy for steady-state income. Countries with more schooling would be expected to have a higher steady-state income, so conditional on GDP in the initial year, we would expect more educated countries to grow faster ($\beta_2 > 0$). If this were the case, higher schooling levels would not change the steady-state growth rate, although it would raise steady-state income. Second, schooling could change the steady-state growth rate by enabling the work force to develop, implement and adopt new technologies, as argued by Nelson and Phelps (1966) and Romer (1990), again leading to the prediction $\beta_2 > 0$. Third, a positive or negative coefficient on initial schooling may simply reflect an exogenous change in the return to schooling, as shown in equation (5). Fourth, anticipated increases in future economic growth could cause schooling to rise (i.e., reverse causality), as argued by Bils and Klenow (1998). Fifth, the schooling variable may “pick up” the effect of the change in education, which is typically omitted from the growth equation.

3.2 Basic Results and Effect of Measurement Error in Schooling

Table 1 replicates and extends the “growth accounting” and “endogenous growth” regressions in Benhabib and
Spiegel’s (1994) influential paper. Their analysis is based on Kyriacou’s (1991) measure of average years of schooling for the work force in 1965 and 1985, Robert Summers and Alan Heston’s GDP and labor force data, and a measure of physical capital derived from investment flows for a sample of 78 countries. Following Benhabib and Spiegel, the regression in column (1) relates the annualized growth rate of GDP to the log change in years of schooling. From this model, Benhabib and Spiegel conclude, “Our findings shed some doubt on the traditional role given to human capital in the development process as a separate factor of production.” Instead, they conclude that the stock of education matters for growth (see columns 2 and 5) by enabling countries with a high level of education to adopt and innovate technology faster.

Topel (1999) argues that Benhabib and Spiegel’s finding of an insignificant and wrong-signed effect of schooling changes on GDP growth is due to their log specification of education. The log-log specification follows if one assumes that schooling enters an aggregate Cobb-Douglas production function linearly. Given the success of the Mincer model, however, we would agree with Topel that it is more natural to specify human capital as an exponential function of schooling in a Cobb-Douglas production function, so the change in linear years of schooling would enter the growth equation. In any event, the logarithmic specification of schooling does not fully explain the perverse effect of educational improvements on growth in Benhabib and Spiegel’s analysis. Results of estimating a linear education specification in column 4 still show a statistically insignificant (though positive) effect of the linear change in schooling on economic growth.

Columns 3 and 6 show that controlling for capital is critical to Benhabib and Spiegel’s finding of an insignificant effect of the change in schooling variable. When physical capital is excluded from the growth equation, the change in schooling has a statistically significant and positive effect in either the linear or log schooling specification. Why does controlling for capital have such a large effect on education? As shown below, it appears that the insignificant effect of the change in education is a result of the low signal in the education change variable. Indeed, conditional on the other variables that Benhabib and Spiegel hold constant (especially capital), the change in schooling conveys virtually no signal.

Notice also that the coefficient on

17 Our results are not identical to Benhabib and Spiegel’s because we use a revised version of Summers and Heston’s GDP data. Nonetheless, our estimates are very close to theirs. For example, Benhabib and Spiegel report coefficients of –.059 for the change in log education and .545 for the change in log capital when they estimate the model in column 1 of table 1; our estimates are –.072 and .523. Some of the other coefficients differ because of scaling; for comparability with later results, we divided the dependent variable and variables measured in changes by 20.

18 Mankiw, Romer, and Weil (1992; table VI) estimate a similar specification.

19 The log specification is part of the explanation, however, because if the model in column (3) is estimated without the initial level of schooling, the change in log schooling has a negative and statistically significant effect, whereas the change in the level of schooling has a positive and statistically significant effect if it is included as a regressor in this model instead.

20 Pritchett (1998) estimates essentially the same model as Benhabib and Spiegel (i.e., column 1 of table 1), and instruments for schooling growth using an alternative education series. However, if there is no variability in the portion of measured schooling changes that represent true schooling changes conditional on capital, the instrumental variables strategy is inconsistent. This can easily be seen by noting that there would be no variability due to true education changes conditional on capital in the reduced form of the model.
Capital is high in Table 1, around 0.50 with a t-ratio close to 10. In a competitive, Cobb-Douglas economy, the coefficient on capital growth in a GDP growth regression should equal capital's share of national income. Douglas Gollin (1998) estimates that labor's share ranges from .65 to .80 in most countries, after allocating labor's portion of self-employment and proprietors' income. Consequently, capital's share is probably no higher than .20 to .35. The coefficient on capital could be biased upwards because countries that experience rapid GDP growth may find it easier to raise investment, creating a simultaneity bias. In addition, as Benhabib and Boyan Jovanovic (1991) argue, shocks to technological progress will bias the coefficient on the growth of capital above capital's share in a model with a constant-returns to scale Cobb-Douglas aggregate production function without externalities from capital. If the coefficient on capital growth in column (5) of Table 1 is constrained to equal .20 or .35— a plausible range for capital's share—the coefficient on the schooling change rises to .09 or .06, and becomes statistically significant.

3.2.1 The Extent of Measurement Error in International Education Data

We disregard errors that arise because years of schooling are an imperfect measure of human capital, and focus instead on the more tractable problem of estimating the extent of measurement error in cross-country data on average years of schooling. Benhabib and Spiegel's measure of average years of schooling for the work force was derived by Kyriacou (1991) as follows. First, survey-based estimates of average years of schooling for 42 countries in the mid-1970s were regressed on the countries' primary, secondary and tertiary school enrollment rates. Coefficient estimates from this model were then used to predict years of schooling from enrollment rates for all countries in 1965 and 1985. This method is likely to generate substantial noise since the fitted regression may not hold for all countries and time periods, enrollment rates are frequently mismeasured, and the enrollment rates are not properly aligned with the workforce. Changes in education derived from this measure are likely to be particularly noisy. Benhabib and Spiegel use Kyriacou's education data for 1965, as well as the change between 1965 and 1985.

The widely used Barro and Lee (1993) data set is an alternative source of education data. For 40 percent of country-year cells, Barro and Lee measure average years of schooling by survey- and census-based estimates reported by UNESCO. The remaining observations were derived from historical enrollment flow data using a "perpetual inventory method." The Barro-Lee measure is undoubtedly an advance over existing international measures of educational attainment, but errors in measurement are inevitable because the UNESCO enrollment rates are of doubtful quality in many countries (see Jere Behrman and Mark Rosensweig 1993, 1994). For example, UNESCO data are often based on beginning of the year enrollment. Additionally, students educated abroad are miscounted in the flow data, which is probably a larger problem for higher education. More fundamentally, secondary and tertiary schooling is defined differently across countries in the UNESCO data, so years of secondary and higher schooling are likely to be noisier than overall schooling. Notice also that because errors cumulate over time in Barro and Lee's stock-flow calculations,

21 Each country has a survey- and census-based estimate in at least one year, which provides an anchor for the enrollment flows.
the errors in education will be positively correlated over time.

As is well known, if an explanatory variable is measured with additive white noise errors, then the coefficient on this variable will be attenuated toward zero in a bivariate regression, with the attenuation factor, $R$, asymptotically equal to the ratio of the variance of the correctly-measured variable to the variance of the observed variable (see, e.g., Griliches 1986). A similar result holds in a multiple regression (with correctly-measured covariates), only now the variances are conditional on the other variables in the model. To estimate attenuation bias due to measurement error, write a nation’s measured years of schooling, $S_j$, as its true schooling, $S_j^\ast$, plus a measurement error denoted $e_j$: $S_j = S_j^\ast + e_j$. It is convenient to start with the assumption that the measurement errors are “classical”; that is, errors that are uncorrelated with $S^\ast$, other variables in the growth equation, and the equation error term. Now let $S^1$ and $S^2$ denote two imperfect measures of average years of schooling for each country, with measurement errors $e^1$ and $e^2$ respectively (where we suppress the $j$ subscript).

If $e^1$ and $e^2$ are uncorrelated, the fraction of the observed variability in $S^1$ due to measurement error can be estimated as $R_1 = \text{cov}(S^1, S^2) / \text{var}(S^1)$. $R_1$ is often referred to as the reliability ratio of $S^1$, and has probability limit equal to $\text{var}(S^\ast) / [\text{var}(S^\ast) + \text{var}(e^1)]$. Assuming constant variances, the reliability of the data expressed in changes ($R_{AS1}$) will be lower than the cross-sectional reliability if the serial correlation of the true variable is higher than the serial correlation of the measurement errors because $R_{AS1} = \text{var}(S^\ast) / [\text{var}(S^\ast) + \text{var}(e)(1 - r_e) / (1 - \rho_e^\ast)]$, where $r_e$ is the serial correlation of the errors and $\rho_e^\ast$ is the serial correlation of true schooling. In practice, the reliability ratio for changes in $S^1$ can be estimated by: $R_{AS1} = \text{cov}(\Delta S^1, \Delta S^2) / \text{var}(\Delta S^1)$. Note that if the errors in $S^1$ and $S^2$ are positively correlated, the estimated reliability ratios will be biased upward.

We can calculate the reliability of the Barro-Lee and Kyriacou data if we treat the two variables as independent estimates of educational attainment. It is probably the case, however, that the measurement errors in the two data sources are positively correlated because, to some extent, they both rely on the same mismeasured enrollment data. Consequently, the reliability ratios derived from comparing these two measures probably provide an upper bound on the reliability of the data series.

Panel A of table 2 presents estimates of the reliability ratio of the Kyriacou and Barro-Lee education data. Appendix table A.1 reports the correlation and covariance matrices for the measures. The reliability ratios were derived by regressing one measure of years of schooling on the other. The cross-sectional data have considerable signal, with the reliability ratio ranging from .77 to .85 in the Barro-Lee data and

---

22 Another complication is that the Kyriacou data pertain to the education of the work force, whereas the Barro-Lee data pertain to the entire population age 25 and older. If the regression slope relating true education of workers to the true education of the population is one, the reliability ratios reported in the text are unbiased. Although we do not know true education of workers and the population, in the Barro-Lee data set a regression of the average years of schooling of men (who are very likely to work) on the average education of the population yields a slope of .99, suggesting that workers and the population may have close to a unit slope.

23 Barro and Lee (1993) compare their education measure with alternative series by reporting correlation coefficients. For example, they report a correlation of .89 with Kyriacou’s education data and .93 with Psacharopolous’s. Our cross-sectional correlations are not very different. They do not report correlations for changes in education.
exceeding .96 in the Kyriacou data. The reliability ratios fall by 10 to 30 percent if we condition on the log of 1965 GDP per capita, which is a common covariate. More disconcerting, when the data are measured in changes over the twenty-year period, the reliability ratio for the data used by Benhabib and Spiegel falls to less than 20 percent. By way of comparison, note that Ashenfelter and Krueger (1994) find that the reliability of self-reported years of education is .90 in micro data on workers, and that the reliability of self-reported differences in education between identical twins is .57.24

These results suggest that if there were no other regressors in the model, the estimated effect of schooling changes in Benhabib and Spiegel’s results would be biased downward by 80 percent. But the bias is likely to be even greater because their regressions include additional explanatory variables that absorb some of the true changes in schooling. The reliability ratio conditional on the other variables in the model can be shown to equal $R_{AS1}^2 = (R_{AS1}^2 - R^2)/(1 - R^2)$, where $R^2$ is the multiple coefficient of determination from a regression of the measured schooling change variable on the other explanatory variables in the model. A regression of the change in Kyriacou’s education measure on the covariates in

---

### TABLE 2

<table>
<thead>
<tr>
<th>Reliability of Barro-Lee Data</th>
<th>Reliability of Kyriacou Data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Estimated Reliability Ratios for Barro-Lee and Kyriacou Data</strong></td>
<td></td>
</tr>
<tr>
<td>Average years of schooling, 1965</td>
<td>.851 (.049)</td>
</tr>
<tr>
<td>Average years of schooling, 1985</td>
<td>.773 (.055)</td>
</tr>
<tr>
<td>Change in years of schooling, 1965–85</td>
<td>.577 (.199)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reliability of Barro-Lee Data</th>
<th>Reliability of WVS Data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>B. Estimated Reliability Ratios for Barro-Lee and World Values Survey Data</strong></td>
<td></td>
</tr>
<tr>
<td>Average years of schooling, 1990</td>
<td>.903 (.115)</td>
</tr>
<tr>
<td>Average years of secondary and higher schooling, 1990</td>
<td>.719 (.167)</td>
</tr>
</tbody>
</table>

Notes: The estimated reliability ratios are the slope coefficients from a bivariate regression of one measure of schooling on the other. For example, the .851 entry in the first row is the slope coefficient from a regression in which the dependent variable is Kyriacou’s schooling variable and the independent variable is Barro-Lee’s schooling variable. The .964 ratio in the second column is estimated from the reverse regression. In panel B, the reliability ratios are estimated by comparing the Barro-Lee and WVS data. In the WVS data set, secondary and higher schooling is defined as years of schooling attained after 8 years of schooling.

Sample size for panel A is 68 countries. Sample size for panel B is 34 countries. Standard errors are reported in parentheses.

---

24 Behrman, Rosenzweig, and Paul Taubman (1994) find reliability ratios of .94 across twins and .70 within twins for a sample of 141 twin pairs.
column (4) of table 1 yields an $R^2$ of 23 percent. If the covariates are correlated with the signal in education changes and not the noise, then there is no variability in true schooling changes left over in the measured schooling changes conditional on the other variables in the model. Instead of rejecting the traditional Mincerian role of education on growth, a reasonable interpretation is that Benhabib and Spiegel’s results shed no light on the role of education changes on growth.

The Barro and Lee data convey more signal than Kyriacou’s data when expressed in changes. Indeed, nearly 60 percent of the variability in observed changes in years of education in the Barro-Lee data represent true changes. This makes the Barro-Lee data preferable to use to estimate the effect of educational improvements. Despite the greater reliability of the Barro-Lee data, there is still little signal left over in these data conditional on the other variables in the model in column 4 of table 1; a regression of the change in the Barro-Lee schooling measure on the change in capital, change in population, and initial schooling yields an $R^2$ of .28. Consequently, conditional on these variables about 40 percent of the remaining variability in schooling changes in the Barro-Lee data is true signal.

As mentioned, we suspect the estimated reliability ratios are biased upward because the errors in the Kyriacou and Barro-Lee data are probably positively correlated. To derive a measure of education with independent errors, we calculated average years of schooling from the World Values Survey (WVS) for 34 countries. The WVS contains micro data from household surveys that were conducted in nearly forty countries in 1990 or 1991. The survey was designed to be comparable across countries. In each country, individuals were asked to report the age at which they left school. With an assumption of school start age, we can calculate the average number of years that individuals spent in school. We also calculated average years of secondary and higher schooling by counting years of schooling obtained after eight years of schooling as secondary and higher schooling. Notice that these measures will not be error free either. Errors could arise, for example, because some individuals repeated grades, because we have made an erroneous assumption about school start age or the beginning of secondary schooling, or because of sampling errors. But the errors in this measure should be independent of the errors in Kyriacou’s and Barro and Lee’s data. The appendix provides additional details of our calculations with the WVS.

Panel B of table 2 reports the reliability ratios for the Barro-Lee data and WVS data for 1990. The reliability ratio of .90 for the Barro-Lee data in 1990 is slightly higher than the estimate for 1985 based on Kyriacou’s data, but within one standard error. Thus, it appears that correlation between the errors in Kyriacou’s and Barro-Lee’s data is not a serious problem. Nonetheless, another advantage of the WVS data is that they can be used to calculate upper secondary schooling using a constant (if imperfect) definition across countries. As one might expect given differences in the definition of secondary schooling in the UNESCO data, the reliability of the secondary and higher schooling (.72) is lower than the reliability of all years of schooling.

Lastly, it should be noted that the measurement errors in schooling are highly serially correlated in the Barro-Lee data. This can be seen from the fact that the correlation between the 1965 and 1985 schooling levels across countries is .97 in the Barro-Lee data,
while less than 90 percent of the variations in the cross-sectional data across countries appear to represent true signal. If the reliability ratios reported in table 2 are correct, the only way the time-series correlation in education could be so high is if the errors are serially correlated. The correlation of the errors can be estimated as:

$$\rho_s = \frac{\text{cov}(S_{85}^{BL}, S_{65}^{K}) - \text{cov}(S_{65}^{BL}, S_{65}^{K})}{\sqrt{\text{var}(S_{85}^{BL})(1 - R_{85}^{BL})\text{var}(S_{65}^{BL})(1 - R_{65}^{BL})}}^{1/2},$$

where the superscript $BL$ stands for Barro-Lee’s data and $K$ for Kyriacou’s data. Using the reliability ratios in table 2, the estimated correlation of the errors in Barro-Lee’s schooling measure between 1965 and 1985 is .61. The correlation between true schooling in 1965 and 1985 is estimated at .97. Since the serial correlation of true schooling is higher than the serial correlation of the errors, the reliability of the first-differenced education data is lower than the reliability of the cross-sectional data.

3.3 Growth Models Estimated Over Varying Time Intervals

Measurement errors aside, one could question whether physical capital should be included as a regressor in a GDP growth equation because it is an endogenous variable. A number of authors have argued that capital is endogenously determined in growth equations because investment is a choice variable, and shocks to output are likely to influence the optimal level of investment (see, for examples, Benhabib and Jovanovic 1991; Blomström, Lipsey, and Zejan 1993; Benhabib and Spiegel 1994; and Caselli, Esquivel, and Lefort 1996). In addition, because of capital-skill complementarity, countries may attract more investment if they raise their level of education. Part of the return to capital thus might be attributable to education. Romer (1990b) also notes that the growth in capital could in part pick up the effect of endogenous technological change. There is also a practical issue: we only have reliable capital stock data for the full sample in 1960 and 1985. In view of these considerations, and the low signal in schooling changes conditional on capital growth, we initially present models without controlling for capital to focus attention on the effect of changes in education on growth over varying time intervals. We present estimates that control for capital in long-difference models in section 3.6.

Table 3 reports parsimonious macro growth models for samples spanning five-, ten- or twenty-year periods. The dependent variable is the annualized change in the log of real GDP per capita per year based on Summers and Heston’s (1991) Penn World Tables, Mark 5:6. Results are quite similar if GDP per worker is used instead of GDP per capita. We use GDP per capita because it reflects labor force participation decisions and because it has been the focus of much of the previous literature. The schooling variable is Barro and Lee’s measure of average years of schooling for the population age 25 and older. When the change in average schooling is included as a regressor in these models, we divide it by the number of years in the time span so the coefficients are comparable across columns. The equations were estimated by OLS, but the standard errors reported in the table allow for a country-specific component in the error term.

25 We estimate the serial correlation between true schooling levels in 1985 and 1965 using the formula: $$\rho_s = \frac{\text{cov}(S_{85}^{BL}, S_{65}^{BL}) - \text{cov}(S_{65}^{BL}, S_{65}^{K})}{\sqrt{\text{var}(S_{85}^{BL})(1 - R_{85}^{BL})\text{var}(S_{65}^{BL})(1 - R_{65}^{BL})}}^{1/2}.$$

26 Topel interpolates the capital stock data to estimate models over shorter time periods, but this probably introduces a great deal of error and exacerbates endogeneity problems.

27 An alternative approach would be to estimate a restricted seemingly unrelated system or random effects model. Absent measurement error, these
We exclude other variables (e.g., rule of law index) that are sometimes included in macro growth models to focus on education, and because those other variables are probably influenced themselves by education. Topel (1999) has estimated stylized growth models over varying length time intervals similar to those in table 3, but he subtracts an estimate of the change in the capital stock times 0.35 from the dependent variable. Our findings are quite similar to Topel's. The change in schooling has little effect on GDP growth when the growth equation is estimated with high frequency changes (i.e., five years). However, increases in average years of schooling have a positive and statistically significant effect on economic growth over periods of ten or twenty years. The magnitude of the coefficient estimates on both the change and initial level of schooling over long periods are large—probably too large to represent the causal effect of schooling.

The finding that the time span matters so much for the change in education suggests that measurement error in schooling influences these estimates. Over short time periods, there is little change in a nation's true mean schooling level, so the transitory component of measurement error in schooling would be large relative to variability in the true change. Over longer periods, true education levels are more likely to change, increasing the signal relative to the noise in measured changes. Measurement error bias appears to be

<table>
<thead>
<tr>
<th>TABLE 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>THE EFFECT OF SCHOOLING ON GROWTH</td>
</tr>
<tr>
<td>DEPENDENT VARIABLE: ANNUALIZED CHANGE IN LOG GDP PER CAPITA</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>5-year changes</td>
</tr>
<tr>
<td>10-year changes</td>
</tr>
<tr>
<td>20-year changes</td>
</tr>
<tr>
<td>(1)</td>
</tr>
<tr>
<td>S_{t-1}</td>
</tr>
<tr>
<td>(0.001)</td>
</tr>
<tr>
<td>ΔS</td>
</tr>
<tr>
<td>(0.014)</td>
</tr>
<tr>
<td>Log Y_{t-1}</td>
</tr>
<tr>
<td>(0.002)</td>
</tr>
<tr>
<td>R^2</td>
</tr>
<tr>
<td>N</td>
</tr>
</tbody>
</table>

Notes: First six columns include time dummies. Equations were estimated by OLS. The standard errors in the first six columns allow for correlated errors for the same country in different time periods. Maximum number of countries is 110. Columns 1–3 consist of changes for 1960–65, 1965–70, 1970–75, 1975–80, 1980–85, 1985–90. Columns 4–6 consist of changes for 1960–70, 1970–80, 1980–90. Columns 7–9 consist of changes for 1965–85. Log Y_{t-1} and S_{t-1} are the log GDP per capita and level of schooling in the initial year of each period. ΔS is the change in schooling between t – 1 and t divided by the number of years in the period. Data are from Summers and Heston and Barro and Lee. Mean (and standard deviation) of annualized per capita GDP growth is .021 (.033) for columns 1–3, .022 (.026) for columns 4–6, and .022 (.020) for columns 7–9.

28 If we control for the initial fertility rate, the initial education variable becomes much weaker and insignificant. See Krueger and Lindahl (1999).
greater over the five- and ten-year horizons, but it is still substantial over twenty years. Since the change in schooling and initial level of GDP are essentially uncorrelated, the coefficient on the twenty-year change in schooling in column 8 is biased downward by a factor of $1 - R_{AS}$, which is around 40 percent according to Table 2. Thus, adjusting for measurement error would lead the coefficient on the change in education to increase from .18 to $0.30 = \frac{0.18}{1 - 0.4}$. This is an enormous return to investment in schooling, equal to three or four times the private return to schooling estimated within most countries. The large coefficient on schooling suggests the existence of quite large externalities from educational changes (Lucas 1988) or simultaneous causality in which growth causes greater educational attainment. It is plausible that simultaneity bias is greater over longer time intervals, so some combination of varying measurement error bias and simultaneity bias could account for the time pattern of results displayed in Table 3.

Like Benhabib and Spiegel, Barro and Sala-i-Martin (1995) conclude that contemporaneous changes in schooling do not contribute to economic growth. There are four reasons to doubt their conclusion, however. First, Barro and Sala-i-Martin analyze a mixed sample that combines changes over both five-year (1985–90) and ten-year (1965–75 and 1975–85) periods; examining changes over such short periods tends to exacerbate the downward bias due to measurement errors. Second, they examine changes in average years of secondary and higher schooling. As was shown in Table 2, the cross-sectional reliability of secondary and higher schooling is lower than the reliability of all years of schooling, and the changes are likely to be less reliable as well. Third, they include separate variables for changes in male and female years of secondary and higher schooling. These two variables are highly correlated ($r = 0.85$), which would exacerbate measurement error problems if the signal in the variables is more highly correlated than the noise. If average years of secondary and higher schooling for men and women combined, or years of secondary and higher schooling for either men or women, is used instead of all years of schooling in the ten-year change model in column 6 of Table 3, the change in education has a sizable, statistically significant effect. Fourth, they estimate a restricted Seemingly Unrelated Regression (SUR) system, which exacerbates measurement error bias because asymptotically this estimator is equivalent to a weighted average of an OLS and fixed-effects estimator.

Barro (1997) stresses the importance of male secondary and higher education as a determinant of GDP growth. In his analysis, female secondary and higher education is negatively related to growth. We have explored the sensitivity of the estimates to using different measures of education: namely, primary versus higher education, and male versus female education. When we test for different effects of years of primary and secondary and higher schooling in the model in column 6 of Table 3, we cannot reject that all years of schooling have the same effect on GDP growth ($p$-value equals .40 for initial levels and .12 for changes). We also find insignificant differences between primary and secondary schooling if we just use male schooling. We do find significant differences if we further disaggregate.

---

29 An additional interpretation of the time pattern of results was suggested by a referee: it is possible that externalities generated by education are not realized over short time horizons, but are realized over longer periods.
schooling levels by gender, however. The initial level of primary schooling has a positive effect for women and a negative effect for men, the initial level of secondary school has a negative effect for women and a positive effect for men, the change in primary schooling has a positive effect for women and a negative effect for men, and the change in secondary schooling has a negative effect for women and a positive effect for men.

Francesco Caselli, Gerardo Esquivel, and Fernando Lefort (1996) also examine the differential effect of male and female education on growth over five year intervals. They estimate a fixed effects variant of equation (6), and instrument for initial education and GDP with their lags. Contrary to Barro, they find that female education has a positive and statistically significant effect on growth, while male education has a negative and statistically significant effect. This result appears to stem from the introduction of fixed effects: if we estimate the model with fixed effects but without instrumenting for education, we find the same gender pattern, whereas if we estimate the model without fixed country effects and instrument with lags the results are similar to Barro's. Although country fixed effects arguably belong in the growth equation, it is particularly difficult to untangle any differential effects of male and female education in such a specification because measurement error is exacerbated. But Caselli, Esquivel, and Lefort's findings are consistent with the micro-econometric literature, which often finds that education has a higher return for women than men.

We conclude that because schooling levels are highly correlated for men and women, one needs to be cautious interpreting the effect of education in models that disaggregate education by gender and level of schooling. For this reason, and because the total number of years of education is the variable specified in the Mincer model, we have a preference for using the average of all years of schooling for men and women combined in our econometric analysis.

3.4 Initial Level of Education

The effect of the initial level of education on growth has been widely interpreted as an indication of large externalities from the stock of a nation's human capital on growth. Benhabib and Spiegel (1994, p. 160), for example, conclude, "The results suggest that the role of human capital is indeed one of facilitating adoption of technology from abroad and creation of appropriate domestic technologies rather than entering on its own as a factor of production." And Barro (1997, p. 19) observes, "On impact, an extra year of male upper-level schooling is therefore estimated to raise the growth rate by a substantial 1.2 percentage points per year." Topel (1999), however, argues that "the magnitude of the effect of education on growth is vastly too large to be interpreted as a causal force." Indeed, Topel calculates that the present value of a one percentage point faster growth rate from an additional year of schooling would be about four times the cost, with a 5 percent real discount rate. He concludes that externalities from schooling may exist, but they are unlikely to be so large. One possibility—which we explore and end up rejecting—is that level of schooling is spuriously reflecting the effect of the change in schooling on growth.

Countries with higher initial levels of schooling tended to have larger
increases in schooling over the next ten or twenty years in Barro and Lee's data, which is remarkable given that measurement error in schooling will induce a negative covariance between the change and initial level of schooling. We initially suspected that the base level of schooling spuriously picks up the effect of schooling increases, either because schooling changes are excluded from the growth equation or because the included variable is noisy. The following calculations make clear that this is unlikely, however.

To proceed, it is convenient to write the cross-country growth equation as:

$$\Delta Y_t = \beta_0 + \beta_1 S_{t-1}^* + \beta_2 S_t^* + \varepsilon_t$$  \hspace{1cm} (7)

where asterisks signify the correctly measured initial and ending schooling variables, and we have suppressed the country \( j \) subscript.\(^{31}\) We have also ignored covariates, but they could easily be “preregressed out” in what follows. If all that matters for growth is the change in schooling, we would find \( \beta_1 = -\beta_2 \). A test of whether the initial level of schooling has an independent, positive effect on growth \textit{conditional on the change in schooling} turns on whether \( \beta_1 + \beta_2 > 0 \).

In practice, equation (7) is estimated with noisy measures of schooling that have serially correlated errors, as previously documented. Under the assumption of serially correlated but otherwise classical measurement errors, it can be

\(^{31}\) Notice that the scaling differs here from that in tables 1 and 3: namely, we do not divide any explanatory variable by the number of years in the period in table 4.
shown that the limit of the coefficient on initial schooling is:

\[
\text{plim } b_1 = \frac{R_{St-1} - \lambda r^2}{1 - r^2} \beta_1 + \frac{\lambda - R_{St}}{1 - r^2} \beta_2 + \frac{\text{cov}(S_{t-1}, S_t)}{\text{var}(S_{t-1})} \beta_2 \times \frac{\psi - \lambda}{1 - r^2}
\]

(8)

where \( R_{St-1} \) and \( R_{St} \) are the reliability ratios for \( S_{t-1} \) and \( S_t \), \( r \) is the correlation between \( S_{t-1} \) and \( S_t \), and \( \lambda = \text{cov}(S_{t-1}', S_t')/\text{cov}(S_{t-1}, S_t) \) is less than one if the measurement errors are positively correlated. An analogous equation holds for \( b_2 \). Some algebra establishes that the sum \( b_1 + b_2 \) has probability limit:

\[
\text{plim}(b_1 + b_2) = \beta_1 \frac{R_{St-1}(1 - \psi r) + \lambda r (\psi - r)}{1 - r^2} + \beta_2 \frac{R_{St}(1 - \psi r) + \lambda r (\psi - r)}{1 - r^2}
\]

(9)

where \( \psi = \text{var}(S_t)/\text{var}(S_{t-1}) \).

Notice that if the variance in the measurement errors and the variance in true schooling are constant, then:

\[
\text{plim}(b_1 + b_2) = (\beta_1 + \beta_2) \frac{R_{St} + \lambda r}{1 + r}
\]

(10)

where \( R_{St} \) is the time-invariant reliability ratio of the schooling data.\(^{32}\) Since \( (R_{St} + \lambda r)/(1 + r) \) is bounded by zero and one, in this case the sum of the coefficients is necessarily attenuated toward zero, so we would underestimate the effect of the initial level of education. Hence, measurement error in schooling is unlikely to drive the significance of the initial effect of education.

Table 4 presents estimates of equation (7) over five-, ten- and twenty-year periods. The bottom of the table reports \( b_1 + b_2 \), as well as the measurement-error-corrected estimate of \( b_1 + b_2 \). We estimated the numerator of \( \lambda \) using the covariance between the 1990 WVS data and lagged Barro-Lee data (either five-, ten- or twenty-year lags), and we estimated \( R_{St} \) from the WVS data as well.\(^{33}\) Over each time interval, the results indicate that the negative coefficient on initial education is not as large in magnitude as the positive coefficient on second-period education, consistent with our earlier finding that the initial level has a positive effect on growth conditional on the change in education. Moreover, the correction for measurement error tends to raise \( b_1 + b_2 \) by .0004 to .0021 log points.

Finally, as an alternative approach to the measurement error problem, in columns 7 and 8 we use Kyriacou’s schooling measures as instruments for Barro and Lee’s schooling data. If the measurement errors in the two data sets are uncorrelated, one set of measures can be used as an instrument for the other. Although the IV model can only be estimated for a subset of countries, these results also suggest that measurement error in schooling is not responsible for the positive effect of the initial level of schooling on economic growth.\(^{34}\) Moreover, if Barro and Lee’s data are used to instrument for Kyriacou’s data in this equation, the sum of the schooling coefficients in column (8) nearly doubles.

3.5 Measurement Error in GDP

Another possibility is that transitory measurement errors in GDP explain

\(^{32}\)Griliches (1986) derives the corresponding formula if measurement errors are serially uncorrelated.

\(^{33}\)In models that include initial GDP, we first remove the effect of initial GDP before calculating \( R_{St-1} \), \( R_{St} \) and \( \lambda \). In the models without initial GDP, we assume \( R_{St-1} = R_{St} \).

\(^{34}\)If the model in columns (7) and (8) are estimated by OLS with the subsample of 67 countries, the results are virtually identical to those for the full sample shown in columns (5) and (6). For example, if the model in column (6) is estimated for the subsample of 67 countries, the coefficients on \( S_{t-1} \) and \( S_t \) are -.004 and .009, and the estimate of \( b_1 + b_2 \) after correcting for measurement error is .0060.
why initial schooling matters in the growth equation. Intuitively, this would work as follows: If a country has a low level of education for its measured GDP, it is likely that its true GDP is less than its measured GDP. If the error in GDP is transitory, then subsequent GDP growth will appear particularly strong for such a country because the negative error in the GDP is unlikely to repeat in the second period. One indication that this may contribute to the strong effect of the level of education comes from including second period GDP instead of initial GDP in the growth equation. In this situation, measurement errors in GDP would be expected to have the opposite effect on the initial level of education. And indeed, if second period GDP is included instead of initial GDP in the model in column (7) of table 3, the coefficient on initial education becomes negative and statistically insignificant.

For two reasons, however, we conclude that measurement error in GDP is unlikely to drive the significant effect of the initial schooling variable. First, in table 3 and table 4 it is clear that the initial level of education has a significant effect even when initial GDP is not held constant. Second, using the WVS, we calculated the reliability of the Summers and Heston GDP data for 1990. Specifically, to estimate the reliability of log GDP, $R_Y$, we regressed the log of real income per person in the WVS on the log of real GDP per capita in the Summers and Heston data. The resulting coefficient was .92 (t-ratio .3), indicating substantial signal. Both measures were deflated by the same PPP measure in these calculations, which may inflate the reliability estimate, but if we add log PPP as an additional explanatory variable to the regression the reliability of the GDP data is .89 (t-ratio = 11.9). Although the WVS income data neglect non-household income and these estimates are based on just seventeen countries, the results indicate that Summers and Heston’s data convey a fair amount of signal, and that the errors in GDP are highly serially correlated. If we assume that $R_Y$ is .92 and the serial correlation in the errors is .5, the coefficient on initial education in the ten-year GDP growth equation would be biased upward by about a third.35

3.6 The Effect of Physical Capital

The level and growth rate of capital are natural control variables to include in the GDP growth regressions. First, initial log GDP can be substituted for capital in a Solow growth model only if capital’s share is constant over time and across countries (e.g., a Cobb-Douglas production function). Second, and more importantly for our purposes, the positive correlation between education and capital would imply that some of the increased output attributed to higher education in table 3 should be attributed to increased capital (see, e.g., Claudia Goldin and Lawrence Katz 1997 on capital-skill complementarity). As mentioned earlier, however, the endogenous determination of investment is a reason to be wary about including the growth of capital directly in a GDP equation. Here we examine the robustness of the estimates to controlling for physical capital.

Column (1) of table 5 reports an estimate of the same twenty-year growth model as in column 9 of table 3, augmented to

35 With constant variances, the limit of the coefficient on initial log GDP is $R_Y \beta - (1 - R_Y)(1 - r)$, where $R_Y$ is the reliability of log GDP, $\beta$ is the population regression coefficient with correctly-measured GDP, and $r$ is the serial correlation in the measurement errors. To estimate the effect of measurement error in GDP on the schooling coefficient, we constrained the coefficient on initial GDP to equal $b + (1 - R_Y)(1 - r)/R_Y$, where $b$ is the coefficient on initial GDP obtained by OLS without correcting for measurement error, and re-estimated the growth equation.
include the growth of capital per worker. We use Klenow and Rodriguez-Clare’s (1997) capital data because they appear to have more signal than Benhabib and Spiegel’s capital data.36 The coefficient on the change in education falls by more than 50 percent when capital growth is included, although it remains barely statistically significant at the .10 level. In column (2) we add the initial log capital per worker, and in column (3) exclude the initial log GDP from the column (2) specification. Including the initial log of capital drives the coefficient on the change in schooling to close to zero. Notice also that the initial log of capital per worker has little effect in columns (2) and (3).37 The growth of capital per worker, however, has an enormous effect on GDP growth. With Cobb-Douglas technology and competitive factor markets, the coefficient on the change in log capital in table 5 would equal capital’s share; instead, the coefficient is at least double capital’s share in most countries (see Gol- 

<table>
<thead>
<tr>
<th>TABLE 5</th>
<th>THE EFFECT OF SCHOOLING AND CAPITAL ON ECONOMIC GROWTH</th>
<th>DEPENDENT VARIABLE: ANNUALIZED CHANGE IN LOG GDP PER CAPITA, 1965–85</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>OLS</td>
<td>IV</td>
</tr>
<tr>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>∆S</td>
<td>.066</td>
<td>.017</td>
</tr>
<tr>
<td></td>
<td>(.039)</td>
<td>(.032)</td>
</tr>
<tr>
<td>S65</td>
<td>.004</td>
<td>.0013</td>
</tr>
<tr>
<td></td>
<td>(.001)</td>
<td>(.0008)</td>
</tr>
<tr>
<td>Log Y65</td>
<td>−.009</td>
<td>−.026</td>
</tr>
<tr>
<td></td>
<td>(.003)</td>
<td>(.003)</td>
</tr>
<tr>
<td>∆ Log Capital per Worker</td>
<td>.598</td>
<td>.795</td>
</tr>
<tr>
<td></td>
<td>(.062)</td>
<td>(.058)</td>
</tr>
<tr>
<td>Log Capital per Worker 1960</td>
<td>—</td>
<td>.016</td>
</tr>
<tr>
<td></td>
<td>(.002)</td>
<td>(.002)</td>
</tr>
<tr>
<td>R²</td>
<td>.63</td>
<td>.76</td>
</tr>
<tr>
<td>Sample Size</td>
<td>92</td>
<td>92</td>
</tr>
</tbody>
</table>

Notes: Change variables have been divided by the number of years spanned by the change (20 years for schooling and log GDP, 25 years for capital). Schooling data used in the regressions are from Barro and Lee. Capital data are from Klenow and Rodriguez-Clare (1997), and pertain to 1960–85. The coefficient on the change in log capital in column 4 is constrained to equal .35, which is roughly capital’s share. The instrumental variables model in column (6) uses Kyriacou’s schooling data as excluded instruments for the level and change in Barro-Lee’s schooling variables. The model in column (5) is estimated by OLS for the same subset of countries used to estimate the model in column (6).

36 A regression of Benhabib and Spiegel’s change in log capital on the corresponding variable from Klenow and Rodriguez-Clare yields a regression coefficient (and standard error) of .95 (.065). The reverse regression yields a coefficient of .69 (.05). Hence, Klenow and Rodriguez-Clare’s measure appears to have a high signal-to-noise ratio.

37 If the change in log capital per worker is dropped from the model in column (3), then initial log capital per worker does have a statistically significant, negative effect, and the schooling coefficients are similar to those in column 9 of table 3.
the sensitivity of the results, in column (4) we constrain the coefficient on the growth in capital to equal 0.35, which is on the high end of the distribution of non-labor’s share around the world. These results indicate that both the change and initial level of schooling are associated with economic growth. Moreover, the coefficient on the change in education is quite similar to that found in microeconometric studies.

As mentioned earlier, controlling for capital exacerbates the measurement error in schooling. Indeed, we find that the reliability of Barro-Lee’s twenty-year change in schooling data falls from .58 to .46 once we condition on the change in capital, suggesting that the coefficient on the change in schooling in columns 1–3 of table 5 should be roughly doubled.38 In column (6), to try to overcome measurement error we estimate the growth equation by instrumental variables, using Kyriacou’s schooling data as excluded instruments for the change and level of schooling. (Because Kyriacou’s data are only available for 66 of the countries in the sample, the sample used in column (6) is smaller than that used for OLS; column (5) uses the same subsample of 66 countries to estimate the model by OLS.) This is the same estimation strategy previously used by Pritchett (1998), but we employ different schooling data as instruments. Unfortunately, because there is so little signal in education conditional on capital, the IV results yield a huge standard error (.167). Pritchett similarly finds large standard errors for his IV estimates, although his point estimates are negative.39 One final point on these estimates is that, to be comparable to the Mincerian return to schooling, the coefficient on the change in education should be divided by labor’s share if the aggregate production function is Cobb-Douglas and human capital is an exponential function of years of schooling. This would raise the cross-country estimate of the return to schooling even further.

We draw four main lessons from this investigation of the role of capital. First, the change in capital has an enormous effect in a GDP growth equation, probably because of endogeneity bias. Second, the impact of both the level and change in schooling on economic growth is sensitive to whether the change in capital is included in the growth equation and allowed to have a coefficient that greatly exceeds capital’s share. Third, controlling for capital exacerbates measurement error problems in schooling. Instrumental variables estimates designed to correct for measurement error in schooling yield such a large standard error on the change in schooling that the results are consistent with schooling changes having no effect on growth or a large effect on growth. Fourth, when the coefficient on capital growth is constrained to equal a plausible value, changes in years of schooling are positively related to economic growth. Overall, unless measurement error problems in schooling are overcome, we doubt the cross-country growth equations that control for capital growth will be very informative insofar as the benefit of education is concerned.

38 Temple (1999b) finds that eliminating observations with large residuals causes the coefficient on the growth in education in Benhabib and Spiegel’s data to rise and become statistically significant, conditional on the growth in capital. We find a similar result with Benhabib and Spiegel’s data, although similarly eliminating outliers has little effect on the results in table 5 which use the Barro and Lee education data.

39 Aside from the different data sources, the difference between our IV results and Pritchett’s appears to result from his use of log schooling changes. If we use log schooling changes, we also find negative point estimates.
4. Less Restrictive Macro Growth Model

The macro growth equations impose the restriction that all countries have the same relationship between growth and initial education, and that the relationship is linear. The first assumption is particularly worrisome because the micro evidence indicates that the return to schooling varies considerably across countries, and even across regions within countries. For example, institutional factors that compress the wage structure in some countries result in lower returns to schooling in those countries (see, e.g., the essays in Richard Freeman and Lawrence Katz 1995). One might expect externalities from education to be greater in countries where the private return is depressed below the world market level. Perhaps more importantly, differences in the quality of education among countries with a given level of education should affect the speed with which new technology is adopted or innovated, and generate cross-country heterogeneity in the coefficient on education. We therefore allow the effect of the stock of education on growth to vary by country.

4.1 Heterogeneous Country Effects of Education

Consider the following variable-coefficient version of the macro growth equation:

\[ \Delta Y_{jt} = \beta_0 + \beta_j S_{j,t-1} + \varepsilon_{jt} \]

(11)

where we allow each country to have a separate schooling coefficient \((\beta_j)\) and ignore other covariates.\(^{40}\) If there is more than one observation per country, equation (11) can be estimated by interacting education with a set of dummy variables indicating each country. Denote \(b_{ij}\) as the estimated values of \(\beta_j\). It is instructive to note that the coefficient on education estimated from an OLS regression with a homogenous education slope, denoted \(b_1\), can be decomposed as a weighted average of the country-specific slopes \((b_{ij})\). That is,

\[ b_1 = \sum_j w_j b_{ij} = \frac{\sum_j (S_{j,t-1} - \bar{S})^2 + T\bar{S}(\bar{S} - \bar{S})}{\sum_j \sum_{t-1} (S_{j,t-1} - \bar{S})^2} b_{ij} \]

where the weights are the country-specific contributions to the variance in schooling plus a term representing the deviation between each country’s mean schooling \((\bar{S}_j)\) and the grand mean \((\bar{S})\).

Of course, if the assumption of a constant-coefficient model and the other Gauss-Markov assumptions hold, the OLS weights \((w_j)\) are the most efficient; they also yield more robust results in the presence of measurement error. But if a variable-coefficient model is appropriate, there is no a priori reason to prefer the OLS weights. Indeed, if the country-specific slopes are correlated with the weights, then OLS will yield an estimate that diverges from that for the average country in the world. A more relevant single estimate in this case probably would be the unweighted-average coefficient \((\sum b_{ij}/N)\), which represents the expected value of the education coefficient for countries in the

\(^{40}\) See Cheng Hsiao (1986, ch. 6) for an overview of variable-coefficient models in panel data.
One reason why the weights might matter is that researchers have found a positive correlation between school quality and educational attainment (e.g., Behrman and Nancy Birdsall 1984).

Table 6 summarizes estimates of a variable-coefficient model using five-year and ten-year changes in GDP. Panel A reports results of regressing GDP growth on average years of schooling for the population age 25 and older, initial GDP and time dummies. Columns 1 and 3 report the constant-coefficient model, whereas columns 2 and 4 report the mean of the country-specific education coefficients. The constant education slope assumption is overwhelmingly rejected by the data for each time span (p-value < 0.0001). Of more importance, the average slope coefficient is negative, though not statistically significant, in the variable-coefficient model. These results cast doubt on the interpretation of initial education in the constrained macro growth equation common in the literature.

Panel B of table 6 reports results in which average years of secondary and higher schooling for males is used instead of average years of all education for the entire adult population. This

\[ \text{Table 6} \]

**Mean Estimates from a Random Coefficient Specification**

**Dependent Variable: Annualized Change in Log GDP per Capita**

<table>
<thead>
<tr>
<th></th>
<th>5-Year Changes</th>
<th></th>
<th>10-Year Changes</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Constant Coefficient</td>
<td>Mean Variable-Coefficient Estimate</td>
<td>Constant Coefficient</td>
<td>Mean Variable-Coefficient Estimate</td>
</tr>
<tr>
<td>Coefficient Estimate for ( S_{t-1} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>( p )-value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( R^2 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Panel A. All Years of Schooling**

<table>
<thead>
<tr>
<th></th>
<th>5-Year Changes</th>
<th></th>
<th>10-Year Changes</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Constant Coefficient</td>
<td>Mean Variable-Coefficient Estimate</td>
<td>Constant Coefficient</td>
<td>Mean Variable-Coefficient Estimate</td>
</tr>
<tr>
<td>Coefficient Estimate for ( S_{t-1} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>( p )-value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( R^2 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Panel B. Male Secondary and Higher Schooling**

<table>
<thead>
<tr>
<th></th>
<th>5-Year Changes</th>
<th></th>
<th>10-Year Changes</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Constant Coefficient</td>
<td>Mean Variable-Coefficient Estimate</td>
<td>Constant Coefficient</td>
<td>Mean Variable-Coefficient Estimate</td>
</tr>
<tr>
<td>Coefficient Estimate for Male ( S_{t-1} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>( p )-value</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( R^2 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: All regressions control for initial Log GDP per capita and time dummies. The number of countries is 110 for the five-year change equations and 108 for the ten-year change models. The \( p \)-value is for test of equality of country-specific education coefficients in the variable coefficient model. Sample size is 607 in columns 1–2 and 292 in columns 3–4.

Notice that if equation (11) is augmented to include covariates, the simple weighted average interpretation of the constant-coefficient model in (12) does not apply, but the average of the country-specific coefficients is still informative. If country fixed effects are included as covariates in equation (11), however, the OLS constant coefficient can still be decomposed as a weighted average of the country-specific coefficients even if there are other covariates. But we exclude country fixed effects so that these estimates are comparable to the earlier ones, and because including fixed effects would greatly exacerbate measurement error bias.
variable has been emphasized as a key determinant of economic growth in Barro's work. Again, however, the results of the constant-coefficient model are qualitatively different than those of the variable-coefficient model. Indeed, for the average country in the sample, a greater initial level of secondary and higher education has a statistically significant, negative association with economic growth over the ensuing ten years.

If a constant-coefficient model is appropriate, estimating a variable-coefficient model places greater demands on the data and measurement error bias is likely to be exacerbated compared with estimating a constant-coefficient OLS model. Nevertheless, we suspect that measurement error in schooling cannot fully account for the qualitatively different results in the variable-coefficient model. First, classical measurement error would not be expected to cause the effect to switch signs. Second, although many more parameters are estimated in the variable-coefficient model, we take the average of the coefficients, which improves precision. Third, to gauge the likely impact of measurement error in the variable-coefficient model, we conducted a series of simulations in which we randomly generated correctly measured data that conformed to a homogeneous coefficient model, and then estimated the variable-coefficient model with simulated noisy schooling data. The simulated data had roughly the same variances, measurement error and serial correlation properties as the actual data. With the simulated noisy data, the average schooling coefficient was about half as large when we estimated a variable-coefficient model as it was when we estimated a constant-coefficient model.\footnote{We also controlled for initial GDP and time dummies in these simulations.}

Thus, attenuation bias due to measurement error is greater if a variable-coefficient model is estimated, but we would expect to still be able to detect a positive effect of education with the variable-coefficient estimator if the correct model had a constant coefficient of roughly the same order of magnitude as that found in the literature.

It appears from table 6 that education has a heterogenous effect on economic growth across countries. What bearing does this finding have on the convergence literature? Kevin Lee, M. Pesaran and Ron Smith (1998) show that country heterogeneity in technological progress that is assumed homogeneous across countries in a fixed-effects model with a lagged dependent variable will generate a spurious correlation between the lagged dependent variable and the error term. A similar result will follow if heterogeneous education coefficients are constrained to equal a constant coefficient, so we would regard the convergence coefficient with some caution since it depends on controlling for $S_t - 1$. Nonetheless, it is worth emphasizing that we still obtain a negative average coefficient on education if we drop initial log GDP from the variable-coefficient model. Because we are interested in understanding the role of education in economic growth, we do not pursue the convergence issue further, but we think the results of the variable-coefficient model reinforce Lee, Pesaran, and Smith's skeptical interpretation of the conventional estimate of the convergence parameter.

### 4.2 The Importance of Linearity

It is common in the empirical growth literature to assume that the initial level of education has a linear effect on subsequent GDP growth. The linear specification is more an ad hoc modeling
assumption than an implication of a particular theory. Moreover, the results in table 6 suggest that linearity is unlikely to hold. The importance of the linearity assumption has not been explored extensively in growth models.

To probe the linear specification, we divided the sample into three subsamples of countries, based on whether their initial level of education was in the bottom, middle or top third of the sample. We then estimated the models in table 3 separately for each subsample. The results consistently indicated that education was statistically significantly and positively associated with subsequent growth only for the countries with the lowest level of education. For countries in the middle of the education distribution, growth was typically unrelated or inversely related to education, and for countries with a high level of education growth was typically inversely related to the level of education. Similar results were obtained if we used the full sample and estimated the effect of a quadratic function of education. For example, if we use this specification of education in the model in column 4 of table 3, the relationship is inverted-U shaped, with a peak at 7.5 years of education. Because the mean education level for OECD countries in 1990 was 8.4 years in Barro and Lee’s data, the average OECD country is on the downward-sloping segment of the education-growth profile.43 These findings underscore W. Arthur Lewis’s (1964) observation that, “it is not possible to draw a simple straight line relating secondary education to economic growth.” The positive effect of the initial level of education on growth seems to be a phenomenon that is confined to low-productivity countries.

5. Conclusion

The micro and macro literatures both emphasize the role of education in income growth. A large body of research using individual-level data on education and income provides robust evidence of a substantial payoff to investment in education, especially for those who traditionally complete low levels of schooling. From this micro evidence, however, it is unclear whether the social return to schooling exceeds the private return, although available evidence suggests that positive externalities in the form of reduced crime and reduced welfare participation are more likely to be reaped from investments in disadvantaged than advantaged groups. The macro-economic evidence of externalities in terms of technological progress from investments in higher education seems to us more fragile, resulting from imposing constant-coefficient and linearity restrictions that are rejected by the data.

Our findings may help to resolve an important inconsistency between the micro and macro literatures on education: Contrary to Benhabib and Spiegel’s (1994) and Barro and Sala-i-Martin’s (1995) conclusions, the cross-country regressions indicate that the change in education is positively associated with economic growth once measurement error in education is accounted for. Indeed, after adjusting for measurement error, the change in average years of schooling often has a greater effect in the cross-country regressions than in the within-country micro regressions. The larger return to schooling found in the cross-country models suggests that

---

43 Although these findings may appear surprising in light of the macro growth literature, they are consistent with results in Barro (1997; table 1.1, column 1). In particular, the interaction between male upper-secondary education and log GDP has a negative effect on growth, and the results imply the effect of schooling on growth becomes negative for countries whose GDP exceeds the average by 1.9 log units.
reverse causality or omitted variables create problems at the country level of analysis, or that increases in average educational attainment generate nationwide externalities. Although the microeconometric evidence in several countries suggests that within countries the causal effect of education on earnings can be estimated reasonably well by taking education as exogenous, it does not follow that cross-country differences in education can be taken as a cause of income as opposed to a result of current income or anticipated income growth. Moreover, countries that improve their educational systems are likely to concurrently change other policies that enhance growth, possibly producing a different source of omitted-variable bias in cross-country analyses.

“Education,” as Harbison and Myers (1965) stress, “is both the seed and the flower of economic development.” It is difficult to separate the causal effect of education from the positive income demand for education in cross-country data over long time periods. N. G. Mankiw (1997) describes the presumed exogeneity of the explanatory variables, including human capital accumulation, as the “weak link” in the empirical growth literature. In our opinion, this link is unlikely to be strengthened unless researchers can identify natural experiments in schooling attainment similar to those that have been exploited in the microeconometric literature, and unless measurement errors in the cross-country data are explicitly taken into account in the econometric modeling. In view of the difficulties in obtaining accurate country-level data on changes in educational attainment, it might be more promising to examine growth across regions of countries with reliable data. Acemoglu and Angrist (1999), who look across U.S. cities, provide good starts down this path, although they reach conflicting conclusions regarding any deviation between the social and private returns to education.

Data Appendix

The second wave of the World Values Survey (WVS) was conducted in 42 countries between 1990 and 1993. The sampled countries represented almost 70% of the world population, including several countries where micro data normally are unavailable. The survey was designed by the World Values Study Group (1994), and conducted by local survey organizations (mainly Gallup) in each of the surveyed countries. In most countries, a national random sample of adults (over age 18) was surveyed. For 12 of the countries in our sample (Belgium, Brazil, Canada, China, India, Italy, Netherlands, Portugal, Spain, Switzerland, West Germany and U.K.), sampling weights were available to make the survey representative of the country’s population; the other samples are self-weighting. A feature of the survey is that the questionnaire was designed to be similar in all countries to facilitate comparisons across countries. There are, however, drawbacks to using the WVS for our purposes. The primary purpose of the WVS was to compare values and norms across different societies. Although questions about income and education were included, they appear to have been a lower priority than the normative questions. For example, family income was collected as a categorical variable in ten ranges, and some countries failed to report the currency values associated with the ranges. We were able to derive comparable data from the WVS on mean years of schooling for 34 countries and on mean income for 17 countries.

Mean years of schooling is calculated from question V356 in the WVS, which asked, “At what age did you or will you complete your formal education, either at school or at an institution of higher education? Please exclude apprenticeships.” The variable is typically bottom coded at 12 years of age and top coded at 21 years of age. Although there are some benefits of formulating the question this way, for our purposes it also creates some problems. First, we do not know the age at which respondents started their education. For this reason, we have used data from UNESCO (1967) on the typical school starting age in each country. Second, the top and bottom coding is potentially a problem. For almost one third of the countries (Austria, Brazil, Denmark, India, Norway, Poland, South Korea, Sweden, Switzerland and Turkey), however, a question was asked concerning formal educational attainment. Since, as mentioned above, one of the benefits with the WVS is that the same questions are asked in all the countries, we used this variable only to solve the bottom and top...
We have coded illiterate schooling as 0 years of schooling and incomplete primary schooling as 3 years. In the two countries where graduate studies are a separate category, we have set this to 19. For the countries in which the educational attainment variable does not exist, we set years of schooling for those in the bottom-coded category equal to the midpoint of 0 and the bottom coded years of schooling. Similarly, we set years of schooling for the highest category equal to the midpoint of 18 and the top coded years of schooling.

For South Korea and Switzerland, however, we exclusively used this variable to derive years of schooling because the question about school leaving age is not asked in these countries. For Turkey, school leaving age is only coded as three possible ages, so we use both the educational attainment and school leaving age variable to derive years of schooling.

44 For East and West Germany the bottom code was 14, and for Finland it was 15. Because school start age was 7 in Finland and East Germany, and 6 in West Germany, we set years of schooling equal to 6 in West Germany and Finland and 5 in East Germany for those who were bottom coded.

As mentioned, the family income variable in WVS is reported in 10 categories. We coded income as the midpoints of the range in each category. This variable is also censored from below and above. For simplicity, we set income for those who were bottom coded at the midpoint between zero and the lower income limit. We handled top coding by fitting a Pareto distribution to family income above each country’s median income. Assuming that this distribution correctly characterizes the highest category, we calculated the mean of the censored distribution. We converted the family income variable to a dollar-value equivalent by multiplying the family income variable in each country by the ratio of the purchasing power parity in dollars to the corresponding local currency exchange, using Summers and Heston’s (1991) data.

The logarithm of mean income per capita was calculated as the logarithm of the sum of family income in common currency divided by the total number of individuals in all households in the sample. The total number of individuals in each...
### APPENDIX TABLE A2
**INTERNATIONAL DATA DERIVED FROM THE WORLD VALUES SURVEY**

<table>
<thead>
<tr>
<th>Country</th>
<th>Mean years of schooling (Std. dev.)</th>
<th>Log family income per capita</th>
<th>Survey Year</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>10.23 (4.88)</td>
<td>—</td>
<td>1991</td>
<td>766</td>
</tr>
<tr>
<td>Austria</td>
<td>8.69 (4.88)</td>
<td>8.78</td>
<td>1990</td>
<td>1,296</td>
</tr>
<tr>
<td>Belgium</td>
<td>11.53 (3.29)</td>
<td>8.92</td>
<td>1990</td>
<td>2,328</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>11.29 (3.83)</td>
<td>—</td>
<td>1990</td>
<td>877</td>
</tr>
<tr>
<td>Brazil</td>
<td>4.04 (3.04)</td>
<td>—</td>
<td>1991–92</td>
<td>1,154</td>
</tr>
<tr>
<td>Canada</td>
<td>12.60 (3.19)</td>
<td>9.48</td>
<td>1990</td>
<td>1,483</td>
</tr>
<tr>
<td>Czechoslovakia</td>
<td>11.78 (2.86)</td>
<td>—</td>
<td>1990</td>
<td>1,190</td>
</tr>
<tr>
<td>Chile</td>
<td>10.48 (4.37)</td>
<td>7.81</td>
<td>1990</td>
<td>1,137</td>
</tr>
<tr>
<td>China</td>
<td>10.32 (3.51)</td>
<td>—</td>
<td>1990</td>
<td>745</td>
</tr>
<tr>
<td>Denmark</td>
<td>12.50 (3.66)</td>
<td>—</td>
<td>1990</td>
<td>862</td>
</tr>
<tr>
<td>East Germany</td>
<td>9.12 (3.90)</td>
<td>—</td>
<td>1990</td>
<td>1,175</td>
</tr>
<tr>
<td>Finland</td>
<td>12.61 (3.81)</td>
<td>9.00</td>
<td>1990</td>
<td>534</td>
</tr>
<tr>
<td>France</td>
<td>11.12 (3.62)</td>
<td>—</td>
<td>1990</td>
<td>830</td>
</tr>
<tr>
<td>Hungary</td>
<td>9.79 (3.57)</td>
<td>7.91</td>
<td>1990</td>
<td>895</td>
</tr>
<tr>
<td>Iceland</td>
<td>12.16 (3.74)</td>
<td>—</td>
<td>1990</td>
<td>575</td>
</tr>
<tr>
<td>Ireland</td>
<td>10.20 (2.81)</td>
<td>—</td>
<td>1990</td>
<td>847</td>
</tr>
<tr>
<td>India</td>
<td>2.97 (4.48)</td>
<td>7.07</td>
<td>1990</td>
<td>1,908</td>
</tr>
<tr>
<td>Italy</td>
<td>7.88 (4.90)</td>
<td>9.02</td>
<td>1990</td>
<td>1,616</td>
</tr>
<tr>
<td>Japan</td>
<td>12.29 (2.85)</td>
<td>9.10</td>
<td>1990</td>
<td>855</td>
</tr>
<tr>
<td>Mexico</td>
<td>8.44 (5.47)</td>
<td>—</td>
<td>1990</td>
<td>835</td>
</tr>
<tr>
<td>Netherlands</td>
<td>11.89 (3.65)</td>
<td>9.17</td>
<td>1990</td>
<td>876</td>
</tr>
<tr>
<td>Norway</td>
<td>13.43 (4.46)</td>
<td>9.20</td>
<td>1990</td>
<td>1,063</td>
</tr>
<tr>
<td>Poland</td>
<td>10.11 (3.56)</td>
<td>—</td>
<td>1989</td>
<td>803</td>
</tr>
<tr>
<td>Portugal</td>
<td>6.12 (4.79)</td>
<td>8.41</td>
<td>1990</td>
<td>823</td>
</tr>
<tr>
<td>Romania</td>
<td>10.50 (4.36)</td>
<td>—</td>
<td>1993</td>
<td>933</td>
</tr>
<tr>
<td>Russia</td>
<td>12.35 (3.67)</td>
<td>—</td>
<td>1991</td>
<td>1,551</td>
</tr>
<tr>
<td>Spain</td>
<td>8.61 (4.49)</td>
<td>8.24</td>
<td>1990</td>
<td>2,991</td>
</tr>
<tr>
<td>South Korea</td>
<td>12.00 (3.58)</td>
<td>—</td>
<td>1990</td>
<td>1,040</td>
</tr>
<tr>
<td>Sweden</td>
<td>12.79 (3.40)</td>
<td>—</td>
<td>1990</td>
<td>848</td>
</tr>
<tr>
<td>Switzerland</td>
<td>8.63 (2.61)</td>
<td>—</td>
<td>1988–89</td>
<td>1,154</td>
</tr>
<tr>
<td>Turkey</td>
<td>6.13 (4.05)</td>
<td>8.09</td>
<td>1990–91</td>
<td>805</td>
</tr>
<tr>
<td>U.K. (excl. N.I.)</td>
<td>11.20 (2.50)</td>
<td>9.17</td>
<td>1990</td>
<td>1,288</td>
</tr>
<tr>
<td>USA</td>
<td>13.26 (2.96)</td>
<td>9.49</td>
<td>1990</td>
<td>1,477</td>
</tr>
<tr>
<td>West Germany</td>
<td>9.78 (3.34)</td>
<td>9.19</td>
<td>1990</td>
<td>1,770</td>
</tr>
</tbody>
</table>

*Note: Sample size pertains to the number of observations used to calculate years of schooling.*
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